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Abstract

Let E be an elliptic curve over Q of conductor N with ordinary reduction at a prime p,
and let K be a real quadratic field in which all the primes `|N are split. Write φ for the
normalised newform associated to E via Shimura-Taniyama. By Hida’s theory, φ arises as
the specialisation in weight 2 of a family {fk} of forms of varying weight k. We construct
a p-adic analytic function L(κ) which interpolates certain Shintani cycles attached to fk

and the real quadratic field K. When p divides N exactly, we show that L(κ) vanishes to
order ≥ 2 at k = 2. Our main result expresses the second derivative of L(κ) at k = 2 as
the product of the formal group logarithms of two global points on E, each defined over a
quadratic extension of K. This theorem can be viewed as an extension to elliptic curves of
a limit formula of Kronecker, in which Eisenstein series are replaced by cusp forms.

1 Introduction

Let K be a real quadratic field of discriminant ∆ > 0 and write H+
K for the Hilbert narrow

class field ofK. We shall also let the mapping α 7→ α′ stand for the non-trivial automorphism
of K over Q (i.e., the generator of Gal(K/Q)). By a genus character of K we understand an
everywhere unramified1 quadratic character of the absolute Galois group Gal(K/K) of K.
We remark that any such g may as well be viewed as a (quadratic) character of the Galois
group C+

K := Gal(H+
K/K). Any non-trivial genus character cuts out a biquadratic extension

Kg = Q(
√

d1,
√

d2) of Q fitting into the following diagram:

H+
K

Kg = Q(
√

d1,
√

d2)

nnnnnnnnnnnn

PPPPPPPPPPPP

Q(
√

d1)

PPPPPPPPPPPPPP K = Q(
√

∆) Q(
√

d2)

nnnnnnnnnnnnnn

Q

∗This work has been partially supported by NSERC and FQRNT grants
1More precisely, unramified at all finite places of K.
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where ∆ = d1d2. In fact the genus characters of K are in a one-to-one correspondence with
the factorisations of ∆ into a product of two relatively prime fundamental discriminants d1

and d2, or what amounts to the same thing, in one-to-one correspondence with the unordered
pairs (χ1 , χ2) of primitive quadratic Dirichlet characters of coprime conductors satisfying
χ1χ2 = χ

K
, where χ

K
is the Dirichlet character associated to K (cf. [S], Chap.II, §1.)

Under such bijection, the trivial genus character corresponds to the factorisation ∆ = 1 ·∆
(or equivalently, to the pair (χtrivial , χK

)). If we write σλ for the Frobenius element in C+
K

attached to a prime ideal λ of OK , then the pair (χ1 , χ2) is uniquely characterised by the
relations

g(σλ) = g(σλ′) = χ1(`) = χ2(`), (1)

valid for any rational prime ` which splits in K as `OK = λ · λ′. The analogous identity at
infinity is

g(c) = χ1(−1) = χ2(−1), (2)

where c ∈ Gal(Q/Q) is the complex conjugation. A genus character is called even (resp.
odd) if g(c) = 1 (resp. g(c) = −1). Equivalently, g is even (resp. odd) if and only if it cuts
out a totally real (resp. totally imaginary) quadratic extension of K. It is therefore obvious
that if g is even (resp. odd), then so are both characters χ1 and χ2. We fix once and for all
a genus character g, giving us a unique pair of Dirichlet characters attached to it.

Let now A be an element of the narrow ideal class group of K; a group which is canon-
ically, by global class field theory, isomorphic to C+

K . Choose a representative a of A and
without loss of generality assume that a acquires a Z-basis of the form {1, τ}. Also let ε

K
be

the fundamental unit of K of positive norm [i.e., ε
K

is either the fundamental unit u
K
> 1

of K or the square of that depending on whether NormK/Q(u
K

) > 0 or NormK/Q(u
K

) < 0].
On writing

γ
A

:=
(
a b
c d

)
, where ε

K
τ = aτ + b, ε

K
= cτ + d (3)

one readily verifies that the matrix γ
A

is a hyperbolic element of SL2(Z) whose fixed points,
as a Möbius transformation acting on the upper half-plane H, are τ and τ ′. Finally, upon
setting

Q(z) :=
(z − τ)(z − τ ′)

Norm(a)
∈ Z[z] (4)

and assuming that g is even, one has (cf. [S], Chap.II, §3) the following analogue of Kro-
necker’s solution of Pell’s equation in the context of real quadratic fields:∑

A

g(A)C(η, γ
A
) =

2h1h2√
∆

log ε1 log ε2, (5)

where A runs over all the elements of the narrow ideal class group of K, where ε1 and h1

(resp. ε2 and h2) are the fundamental unit and the narrow class number of the field Q(
√

d1)
(resp. Q(

√
d2)), and where

C(η, γ
A
) :=

∫ γ
A

z0

z0

log(| 4
√
Q(z)η(z)|2)Q(z)−1dz,
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is the so-called Shintani cycle associated to the data described above. Here the base point
z0 is an arbitrary point on the geodesic joining τ ′ to τ in the upper half-plane H, and

η(z) := e2πiz/24
∞∏

n=1

(1− e2πinz), z ∈ H.

is the celebrated eta-function of Dedekind. It is known (cf. [K], Chap. III, §2) that η is
intimately related to the Eisenstein series E2(z) of weight two. More precisely, E2(z) is, up
to a constant, the logarithmic derivative of η, viz.

dlog η(z) :=
η′(z)
η(z)

=
2πi
24

E2(z).

The goal of the present paper is to replace the weight 2 Eisenstein series E2(z) with a
cusp form g of even weight k ≥ 2 and then investigate the p-adic variation of the Shintani
cycles attached to K and various specialisations of a Hida family interpolating g.

To begin with, let γ ∈ SL2(Z) be a hyperbolic element of the group SL2(Z) and assume
that g(z) is a cuspidal modular form of even weight k on some congruent subgroup of SL2(Z).
The Shintani cycle attached to g and γ is the integer

C(g, γ) :=
1

Ωg
Real

(∫ γz0

z0

g(z)Q(z, 1)
k−2
2 dz

)
, (6)

where Ωg is a suitable period depending only on g (introduced in Section 2) and Q(x, y) is
a binary quadratic form that is fixed by γ, i.e., the roots of Q(z, 1) are the fixed points of
γ. The quantities C(g, γ) are known to encode interesting arithmetic information, for they
are related (see for instance §6 of [P]) to central critical values of the L-series of g over the
splitting field of Q(z, 1) [i.e., the real quadratic field generated over Q by the fixed points of
γ]. This very fact has been successfully exploited by several people to study in particular
the p-adic variation of the quantities C(g, γ) as g varies in a “family”. More concretely,
suppose that

φ(z) =
∞∑

n=1

anq
n, (7)

is a normalised newform of weight 2 on Γ0(N) and assume that the p-th Fourier coefficient
ap of φ is a p-adic unit. In a canonical way, Hida’s theory associates to φ a family {fk} of
normalised eigenforms of weight k on Γ0(N), for all even integers k > 2 in a suitable p-adic
neighbourhood U of 2 (see Section 3 for the details). In “good” circumstances one can prove
that the assignment

k 7→ C(fk, γ)

extends to a p-adic analytic function of κ ∈ U . Therefore it is natural to consider the special
values of the resulting function as well as its successive derivatives and wonder if one could
describe those values in terms of other arithmetic objects.
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Assume henceforward that φ has rational Fourier coefficients, and let E be the elliptic
curve defined over Q of conductor N attached to φ via Shimura-Taniyama. We further
assume that the prime p divides N exactly [i.e., p|N but p2 - N ]. This amounts to saying that
E has multiplicative reduction at p, and it therefore implies that ap = ±1. We shall write
N = pM . Before stating the main theorem, some further notations are to be introduced.

We let q ∈ pZp be the Tate period attached to E, and write

ΦTate : Q×p /qZ −→ E(Qp) (8)

for the Tate uniformization whose existence is guaranteed by the fact that p is a prime of
multiplicative reduction for E. Let

logp : Q×p −→ Qp (9)

stand for the branch of p-adic logarithm which satisfies logp(q) = 0. The two maps ΦTate

and logp are used to define the formal group logarithm

logE : E(Qp) −→ Qp

by the rule

logE(P ) := logq(Φ
−1
Tate(P )). (10)

Note that this is well-defined since qZ ⊆ ker(logp). One easily sees that the mapping logE

is a group homomorphism.

For each divisor d|N with gcd(d,
N

d
) = 1, we let wd stand for the eigenvalue of the Fricke

involution Wd acting on φ, namely,

(Wd|φ)(z) := φ|
(

0 −1

d 0

)
(z) = wd · φ(z). (11)

For j = 1, 2, we write (E(Q(
√

dj)) ⊗ Q)χ
j for the subgroup of the Mordell-Weil group

E(H+
K) on which the group Gal(H+

K/K) acts via the character χ
j
. If all the primes `|N are

split in K, then

Main Theorem (i) There exists a p-adic analytic function L(κ) of κ, defined over a suitable
p-adic neighbourhood U of 2, which interpolates the g-twisted Shintani cycles∑

A

g(A)C(fk, γA
),

for all k ∈ U ∩ Z≥2.

(ii) Suppose further that E has at least two primes of multiplicative reduction, that χ1(−N) =
w

N
and that χ1(p) = ap. Then:

(a) L(κ) vanishes to order at least two at k = 2;
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(b) There exist global points Pχ1
∈ (E(Q(

√
d1))⊗Q)χ1 and Pχ2

∈ (E(Q(
√

d2))⊗Q)χ2 and
a non-zero rational number t such that

d2

dκ2
L(κ)

∣∣∣
k=2

= t logE(Pχ1
) logE(Pχ2

); (12)

(c) The two points Pχ1
and Pχ2

are both of infinite order if and only

L′′(E/K, g; 1) 6= 0.

Note the strong analogy between (12) and (5). In fact, the Main Theorem illuminates
another instance of the close parallel between units of number fields and points on elliptic
curves. The Dirichlet unit theorem is analogous to the Mordell-Weil theorem ; Stark units
are number field counterparts of Stark-Heegner points on elliptic curves; to name just a few
examples.

Remark 1.1. In this remark only assume that the prime p is inert in K (while we continue
to assume that all the prime divisors of M are still split in K) and that K has narrow class
number one. If the other hypotheses are as before, then Bertolini and Darmon [BD1] prove
that there exists a global point P on E and defined over K, such that

d

dκ
C(fk, γA

)
∣∣
k=2

.= logE(P ),

where the symbol .= denotes the equality up to an explicit non-zero fudge factor. They also
show that the point P is of infinite order if and only if

L′(E/K, 1) 6= 0.

Indeed, the present work has been influenced by [BD1], a source from which many
constructions and results have been borrowed.

Acknowledgement 1.2. This article presents the main part of the author’s Ph.D. project
under the supervision of Henri Darmon at McGill University. I hereby would like to express
my indebtedness to Professor Darmon for proposing this project to me. I wish also to
deeply acknowledge his constant help, generosity and encouragement, from which I have
greatly benefited, during the time of preparation of this work.

2 Modular Symbols

2.1 Generalities on Modular Symbols

Definition 2.1. Let D0 denote the group of degree zero divisors on the rational projective
line P1(Q). For an abelian group A, any element of HomZ(D0, A) is called an A-valued
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modular symbol. In other words, a modular symbol m is an assignment which to any divisor
of the form D = (r) − (s) ∈ D0, where r, s ∈ P1(Q), attaches an element m{r → s} of A,
and satisfies the relation

m{r → s}+ m{s→ t} = m{r → t},

for all r, s, t ∈ P1(Q). We denote by MS(A) the set of all such modular symbols.

If A is endowed with a left action of a subgroup G of GL2(Q), then one may let G act
on MS(A) on the right by the rule

(m, γ) −→ m|γ,

(m|γ){r → s} := γ−1m{γr → γs},

where G is acting on P1(Q) on the left by the usual Möbius transformations. Thus, MS(A)
has the structure of a right G-module.

It is readily seen from the definition that a modular symbol m is G-invariant (i.e.,
StabG(m) = G) if

γ−1m{γr → γs} = m{r → s}, for all γ ∈ G,

or equivalently,

γm{r → s} = m{γr → γs}, for all γ ∈ G.

The set of all G-invariant modular symbols will be denoted by MS
G
(A).

2.2 Modular Symbols Attached to Modular Forms

Germane to the investigations of the present article are modular symbols attached to mod-
ular forms. Let

g =
∞∑

n=1

an(g)qn ∈ Sk(Γ0(N)) (13)

be a normalized eigenform of even weight k ≥ 2 on Γ0(N), and denote by Kg the field
generated over Q by the Fourier coefficients an(g). It can be proved that Kg is a totally real
number field (cf. [DS], Chapter 6). Whenever necessitated by the context, we will regard the
field Kg as a complex field (resp. as a p-adic field) by fixing once and for all an embedding
of Kg into C (resp. into Cp.)

Let now F be a subfield of C or Cp. For a given k ≥ 2, let Pk(F ) be the space of
homogeneous polynomials of degree k − 2 in two variables with coefficients in F . The rule

(P |γ)(X,Y ) := P (aX + bY, cX + dY ), for γ =
(
a b
c d

)
, (14)
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endows Pk(F ) with a right linear (i.e., (P1 + P2)|γ = P1|γ + P2|γ.) action of GL2(F ).

We also denote by Vk(F ) the F -linear dual to Pk(F ). The rule

(γ · φ)(P ) := φ(P |γ), (15)

where φ ∈ Vk(F ), γ ∈ GL2(F ) and P ∈ Pk(F ) also shows that Vk(F ) inherits a left linear
action by the same group.

The motivation to bring up these spaces is the following well known construction of
Eichler and Shimura which to the form g associates a Vk(C)-valued modular symbol Ĩg by
assigning to any homogeneous polynomial P (X,Y ) in C[X,Y ] of degree k − 2 the complex
integral

Ĩg{r → s}(P ) := 2πi
∫ s

r

g(z)P (z, 1)dz, (16)

where the integral is along the geodesic on the upper half-plane joining r and s. One notices
that since g is assumed to be a cusp form, the integral used to define Ĩg is convergent.
The invariance property of the holomorphic differential 2πig(z) under the group Γ0(N) also
implies, after a simple change of variables, that the modular symbol Ĩg enjoys an invariance
property under the action of the same group, i.e., for any γ ∈ Γ0(N),

Ĩg{γ−1r → γ−1s}(P |γ) = Ĩg{r → s}(P ).

In other words, Ĩg belongs to MSΓ0(N)(Vk(C)). One decomposes this latter space as a direct
sum of two eigen-subspaces of the linear involution

m −→ m|ι

induced by the matrix ι =
(
−1 0
0 1

)
. This is made possible by exploiting the fact that

ι normalizes the group Γ0(N), i.e. ι−1Γ0(N)ι = Γ0(N), and that ι2 = 12. This gives
rise to the decomposition of MSΓ0(N)(Vk(C)) as a direct sum of the two eigen-subspaces
corresponding to the two eigenvalues +1 and −1 respectively. For any Γ0(N)-invariant
modular symbol m, write respectively m+ and m− for the plus and minus eigen-components
of m with respect to the involution above. This being done, we have the following important
theorem of Shimura (cf. [Shim77]).

Theorem 2.2. (Shimura) There exist complex periods Ω+
g and Ω−g with the property that

the modular symbols

I+
g :=

1
Ω+

g
Ĩ+
g , I−g :=

1
Ω−g

Ĩ−g

belong to MSΓ0(N)(Og), where Og is the ring of integers of the number field Kg. These
periods can be chosen so as to satisfy

Ω+
g Ω−g = 〈g, g〉,

where 〈, 〉 is the Petersson inner product on Sk(N).
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We recall the fixed genus character g and the corresponding pair of Dirichlet characters
(χ1 , χ2) of the Introduction, and set

Ωg :=
{

Ω+
g if g(c) = +1;

Ω−g if g(c) = −1; Ig :=
{

I+
g if g(c) = +1;

I−g if g(c) = −1.

2.3 Relation with the Values of Twisted Complex L-Functions

Let χ be a primitive Dirichlet character of conductor f. The twisted L-function L(g, χ; s)
attached to the cusp form g of the previous section begins life as the Dirichlet series

L(g, χ; s) :=
∞∑

n=1

χ(n)an(g)n−s, (17)

originally defined over the half-plane Re(s) >
k + 1

2
. One knows ([Shim72], Chap. 3),

however, that L(g, χ; s) has an analytic continuation to the whole complex plane. We wish
now to study the central critical values L(g, χ; j) (1 ≤ j ≤ k − 1) of the function L(g, χ, s),
by means of the modular symbol Ig. So, for any integer a, let

Ig[j, a] := Ig{∞ → a

f
}(P (X,Y )),

where P (X,Y ) is the degree k − 2 homogeneous polynomial

P (X,Y ) =
(
X − a

f
Y

)j−1

Y k−j−1.

and where the even integer k ≥ 2 is as before the weight of the form g. By exploiting the

invariance property of Ig under the matrix
(

1 1
0 1

)
, one readily verifies that Ig[j, a], as a

function of a, is f-periodic, i.e., its value depends only on the class of a modulo f.

Before stating the relationship between critical values of L(g, χ; s) and Ig, we need to
recall the definition of the Gauss sum τ(χ) attached to χ. It should be noted that for the
following definition χ need not be primitive; we stick to this assumption, however, because
it is needed in the proposition below. The Gauss sum associated to χ is by definition the
quantity

τ(χ) :=
f∑

a=1

χ(a)e
2πia

f ,

and it satisfies the well known relation |τ(χ)|2 = χ(−1)τ(χ)τ(χ) = f. For a proof of the
following proposition, the reader is referred to [MTT], Chap. I, §8.

Proposition 2.3. The assumptions being as before, the quantity

L∗(g, χ; j) :=
(j − 1)!τ(χ)
(−2πi)j−1Ωg

L(g, χ; j) (18)
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is related to modular symbols via the formula

L∗(g, χ; j) =
∑

a mod f

χ(a)Ig[j, a]. (19)

If we further assume that χ(−1) = (−1)j−1g(c), then

L∗(g, χ; j) ∈ Kg.

The chosen embedding of Kg into Cp will allow us, in light of the second part of the
proposition, to view L∗(g, χ; j), a priori a complex number and often referred to as the
algebraic part of L(g, χ; j), as an element of Cp.

3 Hida Families Attached to Ordinary Forms

We begin by recalling some standard facts concerning the ring of Iwasawa functions. It is a
known fact that the group of p-adic units Z×p decomposes canonically as the product of the
group of principal units 1 + pZp and the group µp−1 of (p− 1)st roots of unity:

Z×p = (1 + pZp)× µp−1 (20)
t = 〈t〉 · ω(t),

where 〈·〉 denotes the projection to principal units and where the projection to roots of unity
is given by the Teichmüller character ω(·). One can show that for all t ∈ Z×p , the relation
〈t〉 = lim

n
t1−pn

holds. Now let

Λ̃ = Zp[[Z×p ]] := lim
←

Zp[(Z/pnZ)×], Λ = Zp[[(1 + pZp)×]]

denote the usual Iwasawa algebras, i.e., the completed group rings of Z×p and (1 + pZp)×

respectively. For each element t ∈ Z×p , let [t] ∈ Zp[[Z×p ]] denote the corresponding element
of Zp[[Z×p ]]. For each continuous character

κ : Z×p −→ Z×p

we denote by the same symbol the unique continuous ring homomorphism κ : Λ̃ −→ Zp

sending [t] to κ(t) for all t ∈ Z×p . This induces the identification

X := Homct(Λ̃,Zp) = Homct(Z×p ,Z×p ) ∼=
Z

(p− 1)Z
× Zp, (21)

and makes it possible to regard elements of Λ̃ as functions on the space X and write λ(κ)
for κ(λ), where λ ∈ Λ̃ and κ ∈ X . One embeds Z into the space X by the rule

k 7→ xk, xk(t) := tk−2 for t ∈ Z×p .
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Reserving the letter κ for a generic element of X and following an abuse of notation, we
shall write k in place of its image under the above embedding. It is noted that under such
embedding the element 2 corresponds to the augmentation map on Λ̃ and Λ. It is also noted
that X with its natural topology contains Z≥2 as a dense subset. Hence, U ∩ Z≥2 is dense
in U , for any open subset U of X .

Recall that E has multiplicative reduction at p. This follows from the fact that the p-th
Fourier coefficient ap of φ is ±1, and hence a p-adic unit. Following Hida [H](see also [GS]
and [BD2]), one can attach to φ a formal power series

h∞ =
∞∑

n=1

anq
n =

∞∑
n=1

an(κ)qn (22)

with the coefficients an = an(κ) in the ring A(U) of p-adic analytic functions on an appro-
priate neighbourhood U of 2 ∈ X . We may assume for simplicity that U is contained in the
residue disc of 2 modulo p− 1. This is made possible by the fact that since X is identified
with the direct product of Z/(p− 1)Z and Zp, it could be viewed as a disjoint union of p− 1
copies of Zp. The formal q-expansion h∞ is characterised by the following two properties:

• For any integer k ≥ 2 in U , the q-expansion

fk :=
∞∑

n=1

an(k)qn (23)

is a normalized classical eigenform of weight k on Γ0(N). For that reason, the form

fk =
∞∑

n=1

an(fk)qn is often referred to as the weight-k-specialization of h∞.

• f2 = φ.

Remark 3.1. While being new at all the prime divisors of M , the form fk (for k > 2) is

old at the prime p in the sense that it arises from a normalised newform f̂k =
∞∑

n=1

ân(k)qn

of weight k on Γ0(M). More precisely, one has

fk(z) = f̂k(z)− βp(k)f̂k(pz),

where βp(k) is the Frobenius non-unit root appearing in the factorisation of the Euler p-factor
of the L-series of f̂k as

1− âp(k)p−s + pk−1−2s = (1− αp(k)p−s)(1− βp(k)p−s).

It is possible to order the Frobenius unit and non-unit eigenvalues αp(k) and βp(k) in
such a way that

αp(k) = ap(k), βp(k) = pk−1ap(k)−1.
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With this conventions, one can also verify that if p - n, then ân(k) = an(fk). Therefore, the
relationship between their associated χ-twisted L-functions turns out to be

L(fk, χ; s) =
(
1− χ(p)ap(k)−1pk−1−s

)
L(f̂k, χ; s). (24)

It follows from the preceding discussion that the number field Kf̂k
generated by the

Fourier coefficients of f̂k is the same as that of fk; it could therefore, as before, be viewed
as a subfield of both C and Cp. Also as in Proposition 2.2, to the form fk are associated
the Shimura periods Ω±fk

as well as the modular symbol Ifk
. In order to relax the notation,

we shall write
Ω±k := Ω±fk

, Ik := Ifk
, Îk := If̂k

.

We choose Ω±k so as to satisfy

Ω+
2 Ω−2 = 〈φ, φ〉, Ω+

k Ω−k = 〈f̂k, f̂k〉 (k > 2),

and then use them as in (18) to define likewise the algebraic part of the special values of
L(f̂k, χ; s). Note that, with these conventions and for 1 ≤ j ≤ k − 1, one has

L∗(fk, χ; j) = (1− χ(p)ap(k)−1pk−1−j)L∗(f̂k, χ; j).

To define the algebraic part of the g-twisted L-function L(fk/K, g; s) of the form fk over
the real quadratic field K of the Introduction, let us first remark that, just by comparing
the Euler factors at various primes, one verifies the relation

L(fk/K, g; s) = L(fk, χ1 ; s)L(fk, χ2 ; s). (25)

The algebraic part of L(fk/K, g; s) is now defined as the quantity

L∗(fk/K, g; s) :=
∆

k−1
2 (k/2− 1)!2

(2πi)k−2〈fk, fk〉
L(fk/K, g; s). (26)

4 Measure-Valued Modular Symbols

Let

L∗ := Z2
p = Zp ⊕ Zp (27)

denote the standard Zp-lattice in Q2
p. For any Zp-lattice L in Q2

p, we write L′ for the set of
primitive vectors in L, that is, the set of those vectors v ∈ L which are not divisible by p in
L:

L′ := L \ pL = {v ∈ L : v 6∈ pL}. (28)

Note, for example, that

L′∗ = (Zp × Z×p ) t (Z×p × pZp), (29)
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which is a simple consequence of the fact that Zp = Z×p t pZp.2

We equip the space of continuous Cp-valued functions on L′∗ with the right action of
GL2(Zp) defined by the rule

(F |γ)(x, y) := F (ax+ by, cx+ dy), for γ =
(
a b
c d

)
,

and with a topology given by the sup norm. Its continuous dual, denoted D∗, is called the
space of measures on L′∗. The action of the group Z×p on L′∗ given by t(x, y) := (tx, ty) gives
rise to a natural Λ̃-module structure on D∗ by setting∫

L′∗

F (x, y)d([t] · µ)(x, y) :=
∫

L′∗

F (tx, ty)dµ(x, y),

for all t ∈ Z×p . If X is any compact-open subset of L′∗, we adopt the common notation∫
X

Fdµ :=
∫

L′∗

1XFdµ,

where 1X is the indicator (i.e., characteristic) function of X. Note that the group GL2(Zp)
also acts on D∗ on the left by translation, so that∫

X

Fd(γ · µ) =
∫

γ−1X

(F |γ)dµ.

Denote by Γ0(pZp) the group of matrices in GL2(Zp) which are upper triangular modulo
p. The space D∗ is endowed, for all k ∈ Z≥2, with a Γ0(pZp)-equivariant homomorphism

ρk : D∗ −→ Vk(Cp), µ 7→ ρk(µ)

defined by the rule

ρk(µ)(P ) :=
∫

Zp×Z×p
P (x, y)dµ(x, y).

One easily notes that any mapping ρ : A −→ B between abelian groups induces a mapping
on modular symbols MS(A) −→MS(B), m 7→ ρ(m), by the rule

(r, s) 7→ ρ(m{r → s}).

In particular, the homomorphisms ρk, for all k ≥ 2, lift to homomorphisms on modular
symbols. It can also be verified that such lift will send Γ0(M)-invariant D∗-valued modular
symbols to Γ0(N)-invariant Vk(Cp)-valued modular symbols (cf. [GS]). That is to say, each
ρk gives rise to a mapping

ρk : MSΓ0(M)(D∗) −→MSΓ0(N)(Vk),

which is, just for simplicity, denoted by the same letter.
2The symbol t stands for the disjoint union.
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We denote by Λ† ⊃ Λ the ring of power series with coefficients in Cp which converge in
some neighbourhood of 2 ∈ X , and set

D†∗ := D∗ ⊗Λ Λ†.

If

µ = λ1µ1 + · · ·+ λrµr, with λj ∈ Λ†, µj ∈ D∗,

is any element of D†∗, then there exists a neighbourhood Uµ of 2 ∈ X on which all the
coefficients λj converge. Call such a region Uµ a neighbourhood of regularity for µ.

Given κ ∈ Uµ, a continuous function F (x, y) on L′∗ is said to be homogeneous of degree
κ − 2 if F (tx, ty) = tκ−2F (x, y), for all t ∈ Z×p . For any κ ∈ Uµ, and any homogeneous
function F (x, y) of degree κ− 2, the function F can be integrated against µ by the rule∫

X

Fdµ := λ1(k)
∫

X

Fdµ1 + · · ·+ λr(k)
∫

X

Fdµr,

for any compact-open X ⊂ L′∗.

The space MSΓ0(M)(D∗) is equipped with a natural action of the Hecke operator Up,
given by the formula∫

X

Fd(Up|µ){r → s} :=
p−1∑
a=0

∫
1
p γa(X)

(F |pγ−1
a )dµ{γar → γas},

where for each 0 ≤ a ≤ p − 1, γa :=
(

1 a
0 p

)
. Let MSord

Γ0(M)
(D∗) denote the ordinary

subspace of MSΓ0(M)(D∗), and set

MSord
Γ0(M)

(D∗)† := MSord
Γ0(M)

(D∗)⊗Λ Λ† ⊂MSΓ0(M)(D
†
∗).

Given µ ∈ MSord
Γ0(M)

(D∗)†, the measure µ{r → s}, for r, s ∈ P1(Q), may be viewed as an

element of D†∗, and a common neighbourhood of regularity Uµ for all the measures µ{r → s}
can be chosen. This makes it possible to define ρk(µ) for all k ∈ Uµ ∩ Z≥2. All this being
said, we record the following important result of Greenberg and Stevens [GS].

Theorem 4.1. (Greenberg-Stevens) There exists a neighbourhood U of 2 ∈ X and a
measure-valued modular symbol µ∗ ∈ MSord

Γ0(M)
(D∗)† which is regular on U , and satisfies

the following two conditions:

1. For each k ∈ U ∩ Z≥2, there exists a scalar λ(k) ∈ Cp such that

ρk(µ∗) = λ(k)Ik. (30)

In other words, for any r, s ∈ P1(Q) and any homogeneous polynomial P (X,Y ) ∈
Pk(Cp) of degree k − 2, we have∫

Zp×Z×p
P (x, y)dµ∗{r → s} = λ(k)Ik{r → s} (P (z, 1)) . (31)
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2. λ(2) = 1.

Remark 4.2. According to Proposition 1.7 of [BD2] the neighbourhood U in the statement
of theorem above may be chosen so as to satisfy

λ(k) 6= 0, for all k ∈ U ∩ Z≥2.

We assume, from now on, that this has been done.

It will be important to know what happens if we integrate a homogeneous polynomial of
degree k − 2 against the measure µ∗ over the larger domain L′∗ = (Zp × Z×p ) t (Z×p × pZp).
Such identity is furnished by the next proposition whose proof is explained in [BD1].

Proposition 4.3. For any r, s ∈ P1(Q) and for any homogeneous polynomial P (X,Y ) ∈
Pk(Cp) of degree k − 2, we have∫

L′∗

P (x, y)dµ∗{r → s} = λ(k)(1− ap(k)−2pk−2)Îk{r → s} (P (z, 1)) . (32)

Let D denote the Λ-module of compactly supported measures on

W := Q2
p \ {(0, 0)} = {v ∈ Q2

p : v 6= (0, 0)},

and put D† := D ⊗Λ Λ†. The space D∗ is contained in D by viewing elements of D∗ as
measures on W with compact support in L′∗. In Proposition 1.8 of [BD2] (see also [BDI]), a
family {µ

L
} of D†-valued modular symbols indexed by the Zp-lattices L in Q2

p is attached
to µ∗ by exploiting the action of the group∑

:=
{
γ =

(
a b
c d

)
∈ GL2(Z[1/p]) : M | c, det(γ) > 0

}
. (33)

Proposition 4.4. There exists a unique collection {µ
L
} of D†-valued modular symbols,

indexed by the Zp-lattices L ⊂ Q2
p, and satisfying

1. µ
L∗

= µ∗;

2. For all γ ∈
∑

, and all compact-open X ⊂ W,∫
γX

(F |γ−1)dµ
γL
{γr → γs} =

∫
X

Fdµ
L
{r → s}. (34)
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5 p-Adic L-Functions

In this section we recall the definitions and/or some basic properties of various L-functions
which play a role in this article. Our account will be very brief, and we will only provide
references for the convenience of the reader.

5.1 Mazur-Swinnerton-Dyer p-Adic L-Function Attached to E

The article [MTT] (see also [GS]), based on ideas of [MSD], explains how a one variable p-adic
L-function Lp(g, χ; s) could be attached to any pair consisting of an ordinary3 normalised
eigenform g on Γ0(N) and a Dirichlet character χ of conductor prime to N , viewed as a
character with values in C×p . If χ is the trivial character, we simply write Lp(g, s). In
particular, since the p-th Fourier coefficient ap of the newform φ of the Introduction is ±1,
hence a p-adic unit, φ possesses a p-adic L-function Lp(φ, s) attached to it. We set

L(E, s) := L(φ, s), and Lp(E, s) := Lp(φ, s).

Both the complex and the p-adic L-functions satisfy functional equations with respect to
the substitution s 7→ 2− s. More precisely, if we let

Λ(E, s) := Ns/2(2π)−sL(E, s) and Λp(E, s) := 〈M〉s/2Lp(E, s),

then

Λ(E, 2− s) = −w
N

Λ(E, s) and Λp(E, 2− s) = −w
M

Λ(E, s), (35)

where, as before, wd (for d|N and (d,N/d) = 1) is the eigenvalue of the Fricke involution
Wd of (11) acting on φ. [Needles to say that in the first functional equation s is a complex
variable, whereas in the second s represents a p-adic variable.] More generally, for any
quadratic Dirichlet character χ of conductor prime to N , the sign in the functional equation
satisfied by L(E,χ; s) is equal to −w

N
χ(−N). The relationship between w

N
and w

M
is

given by a result of Atkin and Lehner as

w
N

= −apwM
. (36)

This relation is indeed equivalent to the equality wp = −ap (cf. [GS]).

5.2 Mazur-Kitagawa p-adic L-function

The p-adic L-functions Lp(fk, s), associated to the weight-k-specialisations of h∞, can be
packaged into a single two-variable p-adic L-function. Mazur and Kitagawa were the first to
construct examples of these two-variable p-adic L-functions attached to any ordinary Λ-adic
cusp form (cf, §3 of [GS]). This Cp-valued function Lp(h∞;κ, s) is p-adic analytic on U×Zp,
and for each integer k ≥ 2 in U , interpolates the p-adic L-function Lp(fk, s) in the sense
that

Lp(h∞; k, s) = λ(k)Lp(fk, s), (s ∈ Zp)
3“Ordinary” simply means that the p-th Fourier coefficient ap(g) is p-integral.
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where λ(k) is as in the Equation (30). More generally, one can attach to h∞ and a quadratic
Dirichlet character χ a p-adic analytic function which likewise interpolates the twisted p-adic

L-functions Lp(fk, χ; s). Thus, let χ :
(

Z
fZ

)×
−→ {±1} be a primitive (quadratic) Dirichlet

character of conductor f, and as before, let τ(χ) denote the Gauss sum attached to it.

Definition 5.1. The Mazur-Kitagawa two-variable p-adic L-function associated to h∞ and
χ is the function of (k, s) ∈ U × Zp defined by the rule

Lp(h∞, χ;κ, s) :=
f∑

a=1

χ(ap)
∫

Z×p ×Z×p

(
x− pa

f
y

)s−1

yk−s−1dµ∗{∞ → pa

f
}.

As alluded to in the first paragraph of this section, the function Lp(h∞, χ;κ, s) satisfies
the following interpolation property with respect to special values of the classical L-functions
L(fk, χ; s). For a proof, the reader is referred to [BD2].

Theorem 5.2. Suppose that p - f, and that 1 ≤ j ≤ k − 1 satisfies χ(−1) = (−1)j−1g(c).
Then, for k ∈ U ∩ Z≥2, we have

Lp(h∞, χ, k, j) = λ(k)(1− χ(p)ap(k)−1pj−1)L∗(fk, χ, j). (37)

Remark 5.3. Theorem 5.2 can also be rewritten in terms of the form f̂k as

Lp(h∞, χ, k, j) = λ(k)(1− χ(p)ap(k)−1pj−1)(1− χ(p)ap(k)−1pk−j−1)L∗(f̂k, χ, j).

Note in particular that, after specialising to j = k/2, one sees

Lp(h∞, χ, k, k/2) = λ(k)
(
1− χ(p)ap(k)−1p

k
2−1
)2

L∗(f̂k, χ, k/2). (38)

That the Euler factor appearing in this formula is a square will play a significant role in
later applications.

6 Optimal Embeddings of K

We continue to assume that K is a real quadratic extension of Q with discriminant ∆.
Recall the elliptic curve E of the Introduction all of the prime divisors of whose conductor
are assumed to be split in K (the so-called Heegner hypotheis). This in particular implies
that gcd(N,∆) = 1 and that the discriminant ∆ is a square modulo 4N . We fix once and
for all one of the square roots of ∆ modulo N , and denote it by

√
∆ (mod N). Another

consequence implied by our running assumption is the equality

sign(E,K) = 1, (39)
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where sign(E,K) denotes the sign in the functional equation satisfied by the L-function
L(E,K; s) of E over K. See [GS], §3 or [BD0] for an explanation of this relation.

Definition 6.1. A Q-algebra embedding Ψ : K −→ M0(N) of K is called optimal of level
N if

Ψ(K) ∩M0(N) = Ψ(OK),

where

M0(N) =
{(

a b
c d

)
∈M2(Z) : N | c

}
.

That such embeddings exist is a consequence of Heegner hypothesis. In fact, one has the
following lemma whose proof may be found for example in [BD0], p. 185.

Lemma 6.2. An optimal embedding of K of level N exists if and only if the Heegner
hypothesis holds, namely, if and only if all the prime divisors of N are split in K.

We remark that if Ψ is an optimal embedding, then so is the conjugate embedding

Ψγ := γΨγ−1 : K −→ M0(N), α 7→ γΨ(α)γ−1, (40)

for all γ ∈ M0(N)×. Indeed, the group M0(N)× acts transitively on the set of such Ψ’s
and the set of equivalence classes of this action is in bijection with the ideal class group of
K. Even, more is true.

Lemma 6.3. Let h (resp. h+) denote the class number (resp. narrow class number) of K.
Then there are exactly h (resp. h+) distinct optimal embeddings of K of level N , up to
conjugation by M0(N)× (resp. Γ0(N)).

Proof. See either of [P] or [BD0] or [D] for the details.

Definition 6.4. Let Ψ be an optimal embedding of K of level N . Attached to Ψ is the
binary quadratic form

QΨ(X,Y ) := cX2 + (d− a)XY − bY 2, (41)

where
(
a b
c d

)
:= Ψ(

√
∆). Since ∆ > 0, the equation QΨ(z, 1) = 0 has two real roots

τ and τ ′. Indeed, these are the fixed points of the action of Ψ(K×) on P1(Q) by Möbius
transformations. We now put

e :=
(
τ
1

)
, e′ :=

(
τ ′

1

)
, LΨ := Zpe⊕ Zpe′. (42)
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Remark 6.5. It will be important for later use to know the variations under conjugation
of the quadratic forms QΨ(X,Y ) and the Zp-lattices LΨ associated to optimal embeddings.
Such relationships are readily verified to be given by

QγΨγ−1(X,Y ) = (det γ) · (QΨ|γ−1)(X,Y ), LγΨγ−1 = γLΨ. (43)

We should also notice that the Zp-lattice LΨ associated to Ψ is preserved by the action of
Ψ(K). One may order the two eigenvectors e and e′ of this action in such a way that for
any α ∈ K,

Ψ(α) · e = αe.

We end this section with another lemma whose statement will be of some use afterwards.
Before doing so, however, one more definition is required.

Definition 6.6. Let L be a Zp-lattice in Q2
p. The generalised index of L, denoted by |L|,

is defined as pordpγ , where γ is any element of GL2(Qp) satisfying γ(Z2
p) = L.

One easily verifies that the generalised index of any lattice L is independent of the choice
of γ. What is less trivial is the fact that the generalised index of the lattice LΨ is related to
the quadratic form QΨ . This relation is descried precisely in the last lemma of this section
whose proof may be found in [BD2], §3.

Lemma 6.7. The function ordpQΨ is constant on Z×p e× Z×p e′. More precisely,

ordpQΨ(x, y) = ordp|LΨ| on Z×p e× Z×p e′. (44)

7 Yet Another p-Adic L-Function Attached to E and K

As explained in the Introduction, the main goal of this paper is to show the existence of a p-
adic analytic function interpolating a certain g-twisted sum of Shintani cycles whose second
derivative, evaluated at k = 2, is intimately related to global points on the elliptic curve E of
Introduction. This section aims at the construction of such function. We attain the notation
of the previous sections. In particular, we recall that ε

K
denotes the fundamental unit of K

of positive norm. Guided by the lattice functions in §2 and §3 of [BD2], we introduce the
following lattice functions.

Definition 7.1. Let the symbol £ (resp. [£,£]) stand for the set of all Zp-lattices L in Q2
p

(resp. all pairs (L1, L2) of Zp-lattices in Q2
p where L2 is contained in L1 with index p.) The

Vk(Cp)-valued modular symbols ck(L1, L2) and ĉk(L) are respectively defined on [£,£] and
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£ by the formulae

ck(L1, L2){r → s}(P ) :=
∫

L′1∩L′2

Pdµ
L2
{r → s}, (45)

ĉk(L){r → s}(P ) :=
∫

L′
Pdµ

L
{r → s}. (46)

Using the invariant property (34) of Proposition 4.4, one immediately verifies that both ck
and ĉk are

∑
-invariant in the sense that for each γ ∈

∑
,

ck(γL1, γL2){γr → γs}(P |γ−1) = ck(L1, L2){r → s}(P ), (47)

ĉk(γL){γr → γs}(P |γ−1) = ĉk(L){r → s}(P ). (48)

Another simple observation is that both ck and ĉk are homogeneous functions of degree
pk−2, namely,

ck(pL1, pL2) = pk−2ck(L1, L2), ĉk(pL) = pk−2ĉk(L). (49)

Lemma 7.2. (Main Identity) For any pair (L1, L2) in [£,£], we have

(1− ap(k)−1pk−2)ck(L1, L2) = ĉk(L2)− ap(k)−1ĉk(pL1)
= ĉk(L2)− ap(k)−1pk−2ĉk(L1). (50)

Proof. Recall the standard lattice L∗ = Zp ⊕ Zp of Section 4. Let us also introduce L∞ :=
Zp ⊕ pZp, which is a sublattice of L∗ with index p. It is a simple matter of computation to
see that

1
p
L′∞ ∩ L′∗ = Zp × Z×p , L′∗ ∩ L′∞ = Z×p × pZp. (51)

The usefulness of introducing these lattices arises from the fact that in the special case where

L1 =
1
p
L∞, and L2 = L∗,

the statement of the lemma is just a manifestation of the identity

Ik{r → s}(P ) = Îk{r → s}(P )− ap(k)−1Îk{θ−1r → θ−1s}(P |θ); (52)

an identity which is implicit in the proof of Proposition 2.3 of [BD1]. Here θ is any element
in the group

∑
of (33) satisfying4

θ(
1
p
L∞) = L∗, θ(L∗) = L∞. (53)

4Of which there are infinitely many.
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The second remark to follow is that the group
∑

acts transitively on [£,£] (cf. [BD2]).
These two facts combined will yield the general case. To see this, given an arbitrary pair
(L1, L2) in [£,£], let us choose γ ∈

∑
to satisfy

γ

(
1
p
L∞

)
= L1, γ(L∗) = L2. (54)

Replacing r, s and P respectively by γ−1r, γ−1s and P |γ in (52) and multiplying the factor
λ(k)(1− ap(k)−2pk−2) to both sides of the resulting equality, we arrive at

λ(k)(1− ap(k)−2pk−2)Ik{γ−1r → γ−1s}(P |γ) =

= λ(k)(1− ap(k)−2pk−2)Îk{γ−1r → γ−1s}(P |γ)
− ap(k)−1λ(k)(1− ap(k)−2pk−2)Îk{θ−1γ−1r → θ−1γ−1s}(P |γθ).

By applying (31) this can be rewritten, in light of (51), as

(1− ap(k)−2pk−2)
∫

1
p L′∞∩L′∗

(P |γ)dµ∗{γ−1r → γ−1s} =

=
∫

L′∗

(P |γ)dµ∗{γ−1r → γ−1s}

− ap(k)−1

∫
L′∗

(P |γθ)dµ∗{θ−1γ−1r → θ−1γ−1s}

=
∫

L′∗

(P |γ)dµ∗{γ−1r → γ−1s}

− ap(k)−1

∫
L′∞

(P |γ)dµ
L∞
{γ−1r → γ−1s},

where the last equality follows from the invariant property of (34) under θ. This last equality
can be rewritten in terms of the lattice functions ck and ĉk as

(1− ap(k)−2pk−2)ck(
1
p
L∞, L∗){γ−1r → γ−1s}(P |γ) = ĉk(L∗){γ−1r → γ−1s}(P |γ)

− ap(k)−1ĉk(L∞){γ−1r → γ−1s}(P |γ).

Applying the invariant properties of ck and ĉk of relations (47) and (48) under γ shall now
finish the proof.

Definition 7.3. Let [Ψ] be a class (under cojugation relation and represented by Ψ) of
optimal embeddings of K of level N and put γΨ := Ψ(ε

K
). Also choose an arbitrary base

point z0 ∈ P1(Q) on the extended upper half-plane. To this data we associate

Lp(Ψ, κ) :=
∫

Z×p e×Z×p e′
〈QΨ(x, y)〉

κ−2
2 dµΨ{z0 → γΨz0} (55)

= |LΨ|−
k−2
2

∫
Z×p e×Z×p e′

QΨ(x, y)
κ−2

2 dµΨ{z0 → zΨ},
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where, in order to ease the notation, we have written µΨ (resp. zΨ) in place of the measure
associated to LΨ (resp. in place of γΨz0).

Remark 7.4. For one thing, note that the second equality in Definition 7.3 follows from
the relation (44) of Lemma 6.7. For another thing, one sees easily that the very same
lemma together with the relations (43) imply that the integral appearing in the definition of
Lp(Ψ, κ) is unchanged if Ψ is replaced by γΨγ−1. Finally, that the definition of Lp(Ψ, κ) is
also independent of the choice of the base point z0 follows from the following general lemma.

Lemma 7.5. Let L be a Zp-lattice in Q2
p, let F be a homogeneous function of degree k− 2,

and let X be a compact-open set in W. Now let γ ∈
∑

preserves L, F and X, i.e.,

γL = L, γX = X, F |γ = F.

Then for any r, s ∈ P1(Q), we have∫
X

FdµL{r → σr} =
∫

X

FdµL{s→ σs}. (56)

Proof. According to the modular symbol property, we have∫
X

FdµL{r → s} +
∫

X

FdµL{s→ γs} =

=
∫

X

FdµL{r → γs}

=
∫

X

FdµL{r → γr}+
∫

X

FdµL{γr → γs}

=
∫

X

FdµL{r → γr}+
∫

γ−1X

(F |γ)dµγ−1L{r → s}

=
∫

X

FdµL{r → γr}+
∫

X

FdµL{r → s},

where the penultimate equality follows form (34), whereas the last equality follows from the
trivial action of γ on L, X and F . A simple cancelation now completes the proof.

Our next objective is to prove a formula expressing Lp(Ψ, k) in terms of the lattice function
ĉk. Before doing so, however, let us first introduce some useful natation which will lighten
the exposition. We fix once and for all a prime ideal p of K lying above p and will write σp

for the Frobenius element associated to p. As explained on page 416 of [BD2] in details, one
has the following relations

σj
pLΨ = σj

p (Zpe⊕ Zpe′) = pjZpe⊕ Zpe′, for all j ∈ Z.

Therefore, for each j, σj
pLΨ contains (resp. is contained in) σj+1

p LΨ (resp. σj−1
p LΨ) with

index p. For any j ∈ Z and any k ∈ U ∩ Z≥2, we set

Γ(j)
k [Ψ] := |σj

pLΨ |−
k−2
2 ĉk(σj

pLΨ){z0 → zΨ}(Q
k−2
2

Ψ
).
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Whenever convenient, we remove Ψ from Γ(j)
k [Ψ] and simply write Γ(j)

k , if this results in no
ambegiuty.

Remark 7.6. If the lattice LΨ happens to be L∗, then one computes

Γ(j)
k = |σj

pL∗|−
k−2
2 ĉk(σj

pL∗){z0 → Ψ(ε
K

)z0}
(
Q

k−2
2

Ψ

)
= (detσ−j

p )
k−2
2

∫
σj

pL∗

Q
k−2
2

Ψ
dµ

σ
j
pL∗

{z0 → Ψ(ε
K

)z0}

=
∫

L∗

(
QΨ |σ

j
p

) k−2
2
dµ∗{z0 → Ψσj

p(ε
K

)z0}

= λ(k)(1− ap(k)−2pk−2)Îk{z0 → Ψσj
p(ε

K
)z0}

(
Q

Ψ
σ

j
p
(z, 1)

k−2
2

)
. (57)

Before stating the next lemma we remark that if t denotes the order of σp in the group
C+

K , since σt
p is trivial, Γ(j), as a function of j ∈ Z, is t-periodic, i.e., for all k ∈ U ∩Z≥2, we

have

Γ(j+t)
k = Γ(j)

k . (58)

We now assert that

Lemma 7.7. For any integer k ≥ 2 in U , we have

Lp(Ψ, k) =
1

1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)Γ(0)

k − ap(k)−1p
k−2
2 (Γ(−1)

k + Γ(1)
k )
]
. (59)

Proof. We should first remark that since the p-th Fourier coefficient ap(k) of the eigenform
fk is a p-adic unit (cf. Remark 3.1), the denominator of the fraction above never vanishes.
We now proceed the proof. It is fairly easy to see that the domain of integration in the
Definition 7.3 can be expressed as

Z×p e× Z×p e′ =
(
σ−1

p L′
Ψ
∩ L′

Ψ

)
−
(
L′

Ψ
∩ σpL

′
Ψ

)
.

Hence,

Lp(Ψ, k) = |LΨ |−
k−2
2

∫
Z×p e1×Z×p e2

Q
k−2
2

Ψ
dµ

LΨ
{z0 → zΨ}

= |LΨ |−
k−2
2

(∫
σ−1

p L′
Ψ
∩L′

Ψ

Q
k−2
2

Ψ
dµ

LΨ
{z0 → zΨ}

−
∫

L′
Ψ
∩σpL′

Ψ

Q
k−2
2

Ψ
dµ

LΨ
{z0 → zΨ}

)
.
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Now we use the lattice functions ck and ĉk to rewrite the above equality as

Lp(Ψ, k) = |LΨ |−
k−2
2

[
ck(σ−1

p LΨ, LΨ){z0 → zΨ}(Q
k−2
2

Ψ )

− ap(k)−1ck(LΨ, σpLΨ){z0 → zΨ}(Q
k−2
2

Ψ )

]

=
|LΨ|−

k−2
2

1− ap(k)−2pk−2

[(
ĉk(LΨ)− ap(k)−1pk−2ĉk(σ−1

p LΨ)

)
{z0 → zΨ}(Q

k−2
2

Ψ )

− ap(k)−1

(
ĉk(σpLΨ)− ap(k)−1pk−2ĉk(LΨ)

)
{z0 → zΨ}(Q

k−2
2

Ψ )

]

=
|LΨ|−

k−2
2

1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)ĉk(LΨ)

− ap(k)−1p
k−2
2

(
p

k−2
2 ĉk(σ−1

p LΨ) + p−
k−2
2 ĉk(σpLΨ)

)]
{z0 → zΨ}(Q

k−2
2

Ψ ).

Finally once we observe that

|σj
pLΨ| = pj |LΨ|, for all j ∈ Z,

we may rewrite Lp(Ψ, k) in terms of Γ(j)
k ’s as

Lp(Ψ, k) =
1

1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)Γ(0)

k − ap(k)−1p
k−2
2 (Γ(−1)

k + Γ(1)
k )
]
.

The proof is complete.

The next proposition will pave the way for a proof of the interpolation formula of Propo-
sition 7.11 yielding part (i) of the Main Theorem.

Proposition 7.8. For any j ∈ Z, write Ψj for the action of the j-th power of the Frobenius
element σp on Ψ. Then, for all k ∈ Z≥2 ∩ U , we have5

t−1∑
j=0

g(σj
p)Lp(Ψj , k) =

(
1− χ1(p)ap(k)−1p

k−2
2

)2

1− ap(k)−2pk−2

t−1∑
j=0

χ1(p)
jΓ(j)

k

=
1− χ1(p)ap(k)−1p

k−2
2

1 + χ1(p)ap(k)−1p
k−2
2

t−1∑
j=0

χ1(p)
jΓ(j)

k , (60)

where as before t is the order of σp in the group Gal(H+
K/K).

5In this proposition, Γj
k is still a shorthand for Γj

k[Ψ].
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Remark 7.9. The second equality above is a simple consequence of the fact that since χ1

is a quadratic character, χ1(p)
2 = 1, and hence

1− ap(k)−2pk−2 =
(
1− χ1(p)ap(k)−1p

k−2
2

)(
1 + χ1(p)ap(k)−1p

k−2
2

)
.

Proof of the Proposition 7.8 Since p splits completely in K as pOK = pp′, as one of the
instances of (1), we have

g(σp) = χ1(p).

Also as noted earlier, Γ(j)
k = Γ(j+t)

k . These two facts combined with Lemma 7.7 then allow
us to write the left hand-side as

t−1∑
j=0

g(σj
p)Lp(Ψj , k) =

1
1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)

t−1∑
j=0

χ1(p)
jΓ(j)

k

− ap(k)−1p
k−2
2

t−1∑
j=0

χ1(p)
j
(
Γ(j−1)

k + Γ(j+1)
k

)]

=
1

1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)

t−1∑
j=0

χ1(p)
jΓ(j)

k

− χ1(p)ap(k)−1p
k−2
2

( t−1∑
j=0

χ1(p)
j−1Γ(j−1)

k +
t−1∑
j=0

χ1(p)
j−1Γ(j+1)

k

)]
.

Now we note that χ1(p)
2 = 1, and that χ1(p)

t = g(σp)t = g(σt
p) = 1. Therefore we may

write
t−1∑
j=0

χ1(p)
j−1Γ(j−1)

k =
t−1∑
j=0

χ1(p)
jΓ(j)

k ,

and
t−1∑
j=0

χ1(p)
j−1Γ(j+1)

k =
t−1∑
j=0

χ1(p)
j+1Γ(j+1)

k =
t−1∑
j=0

χ1(p)
jΓ(j)

k .

Putting all this together yields
t−1∑
j=0

g(σj
p)Lp(Ψj , k) =

1
1− ap(k)−2pk−2

[
(1 + ap(k)−2pk−2)

t−1∑
j=0

χ1(p)
jΓ(j)

k

− χ1(p)ap(k)−1p
k−2
2

( t−1∑
j=0

χ1(p)
jΓ(j)

k +
t−1∑
j=0

χ1(p)
jΓ(j)

k

)]

=

(
1 + ap(k)−2pk−2 − 2χ1(p)ap(k)−1p

k−2
2

)
1− ap(k)−2pk−2

t−1∑
j=0

χ1(p)
jΓ(j)

k

=

(
1− χ1(p)ap(k)−1p

k−2
2

)2

1− ap(k)−2pk−2

t−1∑
j=0

χ1(p)
jΓ(j)

k .
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This completes the proof. 2

We are now ready to define the p-adic analytic function Lp(E,K, g;κ) alluded to in
Introduction.

Definition 7.10. Fix once and for all an optimal embedding Ψ, and without loss of gen-
erality, assume that its associated lattice is the standard lattice L∗ of (27). To the data
consisting of the elliptic curve E, the real quadratic K and the genus character g we attach
the p-adic analytic function Lp(E,K, g;κ) of the variable κ ∈ U defined by

Lp(E,K, g;κ) :=
∑

σ∈C+K

g(σ)Lp(Ψσ, κ), (61)

where as before C+
K is the narrow ideal class group of K. Let us also set

Lp(E,K, g;κ) := Lp(E,K, g;κ)2. (62)

As reflected in the terminology, Lp(E,K, g;κ) enjoys the following interpolation property.

Proposition 7.11. (Interpolation Formula) For every k ∈ Z≥2 ∩ U , we have

Lp(E,K, g; k) = λ(k)
(
1− χ1(p)ap(k)−1p

k−2
2

)2

×

∑
σ∈C+K

g(σ)C(f̂k,Ψσ(ε
K

))


= λ(k)

(
1− χ1(p)ap(k)−1p

k−2
2

)2

×

∑
σ∈C+K

g(σ)
1

Ωk

∫ Ψσ(ε
K

)z0

z0

f̂k(z)QΨσ (z, 1)
k−2
2 dz

 .

Proof. Let R denote a set of representatives for the quotient group C+
K/〈σp〉. Therefore,

any element of C+
K has a unique representation of the form δσj

p, as δ runs through R and
0 ≤ j ≤ t − 1. Equivalently, for any δ ∈ R, if we write Ψδ

j for the optimal embedding
obtained from acting the j-th power of σp on Ψδ, then every equivalence class of optimal
embeddings of K can be uniquely written as [Ψδ

j ], where 0 ≤ j ≤ t−1, and δ ∈ R. Therefore,
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we have

Lp(E,K, g;κ) =
∑

σ∈C+K

g(σ)Lp(Ψσ, κ)

=
∑
δ∈R

g(δ)
t−1∑
j=0

Lp(Ψδ
j , k)

=
1− χ1(p)ap(k)−1p

k−2
2

1 + χ1(p)ap(k)−1p
k−2
2

∑
δ∈R

g(δ)
t−1∑
j=0

χ1(p)
jΓ(j)

k [Ψδ].

The last remark to follow is that, without loss of generality, we may assume that the Zp-
lattice associated to the optimal embedding Ψδ is the standard lattice L∗. With this con-
vention, and by invoking Remark 7.6, we deduce that

Lp(E,K, g;κ) =
1− χ1(p)ap(k)−1p

k−2
2

1 + χ1(p)ap(k)−1p
k−2
2

∑
δ∈R

g(δ)
t−1∑
j=0

χ1(p)
jΓ(j)

k [Ψδ]

=
1− χ1(p)ap(k)−1p

k−2
2

1 + χ1(p)ap(k)−1p
k−2
2

λ(k)(1− ap(k)−2pk−2)×

×
∑
δ∈R

g(δ)

t−1∑
j=0

χ1(p)
j Îk{z0 → Ψδσj

p(ε
K

)z0}
(
Q

Ψ
δσ

j
p
(z, 1)

k−2
2

) .

= λ(k)(1− χ1(p)ap(k)−1p
k−2
2 )2 ×

×
∑

σ∈C+K

g(σ)Îk{z0 → Ψσ(ε
K

)z0}
(
QΨσ (z, 1)

k−2
2

)
.

But this last equality is equivalent to the statement of the proposition, and we are done.

The next proposition justifies the designation of the term “p-adic L-function”, since it
will give an interpolation formula for the central critical values of the complex L-functions
L(f̂k/K, g; s). However, it is not Lp(E,K, g;κ), but rather its square, which make an ap-
pearance in the interpolation formula. The same phenomenon will be observed in the Fac-
torisation Formula of Proposition 7.14. We cannot say much about the factorisation of
Lp(E,K, g;κ), yet we will be able to decompose its square into the product of two restricted
Mazur-Kitagawa L-function.

Proposition 7.12. For any k ∈ U ∩ Z≥2, we have

Lp(E,K, g; k) = λ(k)2
(
1− χ1(p)ap(k)−1p

k−2
2

)4 ∆
k−1
2 (k

2 !− 1)2

(2πi)k−2Ω2
k

L(f̂k/K, g; k/2). (63)

Proof. The result is a direct consequence of the last proposition together with the following
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crucial identity∑
σ∈C+K

g(σ)
∫ Ψσ(ε

K
)z0

z0

f̂k(z)QΨσ (z, 1)
k−2
2 dz

2

=
∆

k−1
2 (k

2 − 1)!2

(2πi)k
L(f̂k/K, g; k/2).

For a proof of this formula the reader is referred to the page 862 of [P].

Remark 7.13. By setting

L∗(f̂k/K, g; k/2) :=

√
∆(k

2 − 1)!2

(2πi)k−2Ω2
k

L(f̂k/K, g; k/2),

the statement of the proposition above can be rewritten as

Lp(E,K, g; k) = λ(k)2
(
1− χ1(p)ap(k)−1p

k−2
2

)4

∆
k−2
2 L∗(f̂k/K, g; k/2)

= λ(k)2
(
1− χ1(p)ap(k)−1p

k−2
2

)2

∆
k−2
2 L∗(fk/K, g; k/2) (64)

valid for all k ∈ Z≥2 ∩ U . Notice that the second equality follows from (24), (25) and (26).

Finally, a crucial ingredient used in the proof of the Main Theorem is the following
formula which furnishes a factorization for Lp(E,K, g;κ) in terms of restrictions to the
central critical line κ = 2s of two Mazur-Kitagawa p-adic L-functions.

Proposition 7.14. For all κ ∈ U ,

Lp(E,K, g;κ) = ∆
κ−2

2 Lp(h∞, χ1 ;κ, κ/2)Lp(h∞, χ2 ;κ, κ/2).

Proof. Since the two sides are continuous functions of κ ∈ U , and since U ∩ Z≥2 is dense in
U , it will suffice to prove the statement for k ∈ U ∩ Z≥2. Having made such observation,
just by comparing relations (18) and (26) with f̂k in place, in light of (25), we deduce that

L∗(f̂k/K, g; k/2) = L∗(f̂k, χ1 ; k/2)L∗(f̂k, χ2 ; k/2). (65)

On the other hand, the formula (38) with χ = χ1 and χ = χ2 respectively reads

Lp(h∞, χ1 ; k, k/2) = λ(k)
(
1− χ1(p)ap(k)−1p

k−2
2

)2

L∗(f̂k, χ1 ; k/2), (66)

and

Lp(h∞, χ2 ; k, k/2) = λ(k)
(
1− χ2(p)ap(k)−1p

k−2
2

)2

L∗(f̂k, χ2 ; k/2). (67)

Since p is assumed to be split in K, we have χ
K

(p) = 1. This in turn implies that χ1(p) =
χ2(p). The desired result is now an immediate consequence of (64), (65), (66) and (67).
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8 Proof of the Main Theorem

We have gathered all the necessary materials needed to prove the main result of this article.
Before we proceed with the proof and just for convenience, however, let us first recall its
statement.

Theorem 8.1. (i) The mapping which to any k ∈ U ∩Z≥2 assigns
∑

σ∈C+K

g(σ)C(f̂k,Ψσ(ε
K

))

extends, in a suitable way, to a p-adic analytic function Lp(E,K, g;κ) on U .

(ii) Suppose further that E has at least two primes of multiplicative reduction, that χ1(−N) =
w

N
and that χ1(p) = ap. Then:

(a) Lp(E,K, g;κ) vanishes to order at least two at k = 2;

(b) There exist global points Pχ1
∈ (E(Q(

√
d1))⊗Q)χ1 and Pχ2

∈ (E(Q(
√

d2))⊗Q)χ2

and a rational number t ∈ Q× such that

d2

dκ2
Lp(E,K, g;κ)

∣∣∣
k=2

= t logE(Pχ1
) logE(Pχ2

);

(c) The two points Pχ1
and Pχ2

are both of infinite order if and only if

L′′(E/K, g; 1) 6= 0.

Remark 8.2. For a semistable elliptic curve E, the technical condition of an extra prime
of multiplicative reduction is automatically satisfied if the sign in the functional equation
satisfied by the L-function L(E, s) is minus one. For, such curve must have an even number
of primes of multiplicative reduction.

Proof. (i) This part is merely the content of Proposition 7.11.

(ii) (a) We first remark that since all the prime divisors of N are split in K and since
K is a real quadratic field,

χ
K

(−N) = χ
K

(p) = 1.

We also recall that χ1 · χ2 = χ
K

. It follows from this and from the running assumptions
χ1(−N) = w

N
and χ1(p) = ap that

χ1(−N) = χ2(−N) = w
N
, χ1(p) = χ2(p) = ap.

So, the characters χ1 and χ2 both satisfy the two conditions of Theorem 5.4 of [BD2]. Hence,
the L-functions

Lp(E,χ1 ; s) and Lp(E,χ2 ; s)
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have each an exceptional zero at s = 1, and therefore the two restricted to the line s = κ/2
Mazur-Kitagawa p-adic L-functions

Lp(h∞, χ1 ;κ, κ/2) and Lp(h∞, χ2 ;κ, κ/2)

vanish to order at least two at k = 2. It follows from the factorisation formula of Proposition
7.14 that the function Lp(E,K, g;κ) vanishes to order at least four at k = 2. On account of
(62), part (a) follows.

(ii) (b) Part 2 of Theorem 5.4 of [BD2] also guarantees the existence of two global points

Pχ1
∈ (E(Q(

√
d1))⊗Q)χ1

and
Pχ2

∈ (E(Q(
√

d2))⊗Q)χ2

and two rational numbers l1, l2 ∈ Q× satisfying

d2

dκ2
Lp(h∞, χ1 ;κ, κ/2)

∣∣∣
k=2

= l1 log2
E(Pχ1

),

and

d2

dκ2
Lp(h∞, χ2 ;κ, κ/2)

∣∣∣
k=2

= l2 log2
E(Pχ2

).

On the other hand, as we just saw, Lp(E,K, g;κ) vanishes to order at least four at k = 2,
or what amounts to the same thing, Lp(E,K, g;κ) vanishes to order at least two at k = 2.
It follows from this and the vanishing properties of the two Mazura-Kitagawa p-adic L-
functions at k = 2 mentioned to above that(
d2

dκ2
Lp(E,K, g;κ)

∣∣∣
k=2

)2

=
1
6
d4

dκ4
Lp(E,K, g;κ)

∣∣∣
k=2

=
(
d2

dκ2
Lp(h∞, χ1 ;κ, κ/2)

∣∣∣
k=2

)(
d2

dκ2
Lp(h∞, χ2 ;κ, κ/2)

∣∣∣
k=2

)
= l1l2 log2

E(Pχ1
) log2

E(Pχ2
). (68)

Next we remark that according to part 4 of Theorem 5.4 of [BD2],

l1 ≡× l2 ≡× L∗(φ, ψ; 1) (mod (Q×)2), (69)

where ψ can be any quadratic Dirichlet character satisfying

• ψ(l) = 1 for all l dividing N/p;

• ψ(p) = −1;

• L(f, ψ; 1) 6= 0.
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It is readily seen from (69) that l1l2 ∈ (Q×)2. Combining this fact with (68) establishes the
proof of (b).

(ii) (c) The conditions satisfied by the character χj (j = 1, 2) imply that the sign in
the functional equation satisfied by L(E,χj , s) is minus one (see the last paragraph in the
Subsection 5.1), and therefore we have

L(E,χ1 ; 1) = 0 and L(E,χ2 ; 1) = 0.

On the other hand, by invoking Theorem 5.4 of [BD2] one more time we see that the point
Pχj (j = 1, 2) is of infinite order if and only if

L′(E,χj ; 1) 6= 0.

However, these last two non-vanishing conditions, in light of the relation

L(E/K, g; s) = L(E,χ1 ; s)L(E,χ2 ; s),

(compare also to (25)) are equivalent to

L′′(E/K, g; 1) 6= 0.

This completes the proof.
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